CHAPTER 28

Evaluating Effect Size in Personality Research

Daniel J. Ozer

To provide an understanding of the origins and consequences of individual differences in personality, research commonly includes two or more variables and addresses the question: Are these variables related? Do persons high in agreeableness have more satisfying romantic relationships? Do those high in conscientiousness perform better at work? If such qualities are thought to exist, one might ask the effect size question: What is the magnitude of the relationship between two variables (or groups of variables)? Questions of this kind are fundamental in personality research. Indeed, with the exception of descriptive descriptive statistics and the statistical methods associated with hypothesis testing, most other quantitative methods used in personality research can be understood in the context of effect size estimation. Differences between means, correlation coefficients, regression coefficients, and the parameters of structural equation models are all examples of effect size estimates. This chapter provides an account of effect size statistics as they are used in personality research. The primary focus is on the interpretation of these statistics, with estimation discussed only (and especially) as interpretive depends on understanding how the effect size statistic has been generated.

What Do We Mean by "Effect Size"?

The term effect size has origins in the statistical methods used to analyze experimental—"magnitude of experimental effect" (Friedman, 1988)—or an equivalent label. Here, "effect" is used to refer to the impact of the causal independent variable that is observed on the dependent variable. In the less than full rank analysis of variance model (Kline, 1999), p. 240, where $Y_i$ is the score of the $i$th person in the $j$th group, $\mu$ is the population mean (estimated by
the grand mean of \( Y_0 \), \( \alpha_i \) is the effect of treatment \( j \) (estimated as the difference between the mean of the \( j \)th group and the grand mean), and \( e_{ij} \) is a residual, error value (estimated by the difference between the individual's score and the group's mean); \( Y_{ij} = \mu + \alpha_i + e_{ij} \). Thus, one basic notion of effect size is \( \frac{\mu_{ij} - \mu}{s_y} \), the difference between a group mean and a grand mean.

In the two group case, particularly where one is a treatment group and the other is a control, defining effect size as the difference between means, \( \frac{\mu_{ij} - \mu}{s_y} \), is an attractive alternative. In either case, the concept of effect size arises in the context of a bivariate relation between independent and dependent variables. Although adaptations to multivariate circumstances are possible, the straightforward simplicity of the bivariate case is considerably diminished as additional variables are included.

In personality research, it is frequently the case that quasi-experimental or correlational research designs are used, and in such designs the use of the term effect may be more analogical than literal. So, for example, if one examines the relationship between conscientiousness and job performance, one might refer to the magnitude of the obtained relation as the "effect size" despite the absence of a manipulated, independent variable. There is an implicit causal model that is assumed in the research that provides a context for the assumption, and the estimate of effect size is contingent on the model. This broader, literal use of causal language asserts evidence in support of causality is adopted here, but it is important to remember that in this usage, as in personality research more generally, effect size may be a reference only to covariation between variables of interest.

**Types of Effect Size Measures**

This section describes two broad and widely applied types of effect size measures (raw and standardized) and briefly notes a third class of measures that are here labeled "criterion referenced" to parallel the meaning of that term in the context of testing.

**Raw Measures of Effect Size**

The most straightforward measure of effect size is simply the difference between two means. The interpretation of this measure depends on the units of measure and whether they are intrinsically meaningful. Most measures used in personality research are not directly and simply interpretable, and so raw measures of effect size have certain immediate disadvantages. Despite this drawback, raw effect size measures do have important uses because they are unaffected by sample standard deviations. When variables do have meaningful units, raw measures of effect size may be preferable.

When effect size is understood as degree of association, one occasionally useful effect size measure is the covariance. The sample covariance, computed as \( s_{xy} = \sum (x - \bar{x})(y - \bar{y}) / n - 1 \), is difficult to interpret because the meaning of the units in which it is expressed is entirely opaque. It is worth mentioning here only because the covariance is an important ingredient of the correlation coefficient that is the more widely used measure of effect in personality research. Unlike the correlation, the covariance has no upper or lower bound, and so the confidence interval surrounding sample estimates of population values are asymmetric. For some purposes (e.g., in structural equation modeling), this property is sufficiently important to lead analysts to prefer the covariance rather than the correlation when inferential rather than descriptive goals are pursued.

Among the more common and useful raw measures of effect size is the unstandardized, or raw, regression coefficient \( b_y \), which is the ratio of the covariance to the variance of the predictor variable. This raw coefficient is the estimated change in \( y \) per unit change in \( x \). In the special case where \( x \) is a dichotomy, with values of "0" and "1", a unit change in \( x \) is the difference between the two levels of the dichotomy, so the value \( b_y \) is the mean difference in \( y \) between \( x = 1 \) and \( x = 0 \). For example, if a trait self-rating is obtained on a single 1-9 Likert scale and is regressed on participant gender (male arbitrarily assigned "0" and females arbitrarily assigned "1"), then the regression intercept is the mean of females on the self-rating, and the raw regression coefficient \( b_y \) is the difference between females and mean on the self-rating variable. So in this linear case, where \( x \) is a dichotomy and dummy coding is employed, the raw regression coefficient \( b_y \) is simply the difference between two means.
When the predictor variable \( x \) is continuous, \( b_y \) is the change in \( y \) associated with a unit change in \( x \). It should be clear that the value of \( b_y \), which is expressed in the units of \( y \), depends on the scaling of \( x \). The change is weight associated with a unit change in height will depend on whether height is measured in inches, feet, or yards.

**Standardized Measures of Effect Size**

In the two-group case, a raw effect size measure of some interest is the difference between group means: \( Y_1 - \bar{Y}_2 \). As is generally the case, if the variable \( y \) is measured in interpretable units, then this raw effect size measure has much to recommend it. But when the units are not interpretable, this difference between means may be modeled to reflect a standardized difference between means: \( r_{1-2} = \frac{\bar{Y}_1 - \bar{Y}_2}{s} \). Depending on how the standard deviation, \( s \), is calculated, this formula provides one of three different statistics. One approach developed for meta-analytic purposes comparing treatment and control groups (Glass, 1977; Glass, McGaw, & Smith, 1981) utilizes the estimate of the population standard deviation of the control group for \( s \) (i.e., sum of squared deviations from the control group mean divided by \( n_{\text{control}} - 1 \)). Hedges' (1981) criterion (Hedges & Olkin, 1985) uses the estimate of the population standard deviation of both groups to obtain a pooled standard deviation estimate. The most frequently used effect size measure based on the standardized difference between means is Cohen's \( d \), where \( d \) is the pooled sample standard deviations calculated with a rather than \( s - 1 \) in the formula for \( s \) (Cohen, 1977). To the extent that the variances of the two groups are the same, and as sample size gets large, these three measures of effect size converge; for most purposes, they may be given the same interpretations. The difference between sample means expressed in standard deviation units (i.e., the mean of either group expressed as a Z-score in the distribution of the other group).

Perhaps the most important and frequently used statistic in personality research is the Pearson coefficient of correlation, an effect size measure that expresses degree of association. Two formulas serve a definition function for the correlation:

\[
\rho = \frac{\sum z_i z_j}{n}, \quad s_{z_i},
\]

The first expression shows that the correlation is the average cross-product of \( z \)-scores, or the covariance of a set of \( z \)-scores. In the second expression, the correlation is seen as the ratio of the covariance to the product of standard deviations. It is helpful to know that the maximum possible value of the covariance is the product of standard deviations, so the correlation is the percent of maximum possible covariance that is obtained in the data.

A frequent interpretation of \( \rho \) is based on its equivalence to \( \beta \), the standardized regression coefficient, when there is but a single predictor variable in the regression equation. Thus, the correlation is the slope of the regression line relating scores on \( x \) to \( y \).

**Criterion-Referenced Measures of Effect Size**

By a "criterion-referenced" measure of effect size, I mean a measure of effect that is tied to some meaningful standard outside the original unit. It is a criterion (but, I hope, useful) criterion to refer to those as criterion-referenced measures of effect, because the measures of effect are to be discussed here are in fact precisely those discussed above as raw measures of effect size. It is the units of measurement that are criterion referenced. This parallels the relation between standardized and raw effect-size measures—the scores are standardized and then effect size is determined.

A widely applicable kind of criterion-referenced effect size measure is based on "Percent of Maximum Possible" (Cohen, Cohen, Axon, & West, 1995), or POMP. Such scores are defined as \( 100 \times \frac{\text{Observe score}}{\text{Minimum score}} \). This linear transformation of raw scores preserves several of the benefits of using raw scores while also providing several of the benefits associated with standardized scores. Consider a hypothetical case where the raw-summation coefficient based on POMP scores is .25. In this case, the difference of change on \( y \) associated with the difference on change on the entire possible range (maximum—minimum values) on \( x \) is the .25 value. That is, the maximum possible range of \( y \) is associated with one-quarter the maximum possible range on \( x \). As in a standardized measure, this value is not dependent on the particular original unit of the variables, but as in a raw measure, the results are not sample dependent, so that selection of
samples with broader or narrower ranges of observed scores should not alter the estimated effect size.

One concern that POMP scores suggests is the difficulty in knowing a small, medium, or large change or difference on a predictor variable \( x \). A result like .25, above, is clear in relative terms: A difference of 1 unit on \( x \) is associated with a .25 unit difference on \( y \); but it is quite possible that .25 on \( y \) is larger or more meaningful than a full unit on \( x \). It is this phenomenon that makes Rosenthal's (1990) critique of standards used to assess effect size so powerful. There are instances where small or apparently minor treatments have dramatic effects (e.g., aspirin consumption on heart attacks). POMP measures are no more successful than other procedures in accommodating to certain kinds of interpretative weaknesses in our measures.

At least some kinds of interpretative difficulties can be resolved by importing a different kind of meaning into scores—meaning defined by the human observer. The just noticeable difference (jnd) of classical psychophysics provides a basis for interpreting the units of some scores and methods for estimating scores in jnd units requires reference samples where the only information needed is the judge agreement, expressed as an average interjudge correlation and the validity of the judgment against the scale of interest (Ozsoy, 1993).

Other Methods of Characterizing Effect Size Measures

Broadly categorizing types of effect size measures in terms of the units used (raw, standardized, criterion referenced) is surely not the only approach, and there is benefit to considering alternatives. Vacha-Haase and Thompson (2004) suggest a different trapezoid scheme—standardized mean differences, variance-accounted-for statistics, and corrected measures of effect size—to better estimate population values. All three of these types fall into my standardized or "norm-referenced" category, and it is certainly the case that if one wants to roughly divide the actual usage of effect size measures into roughly equal categories, the Vacha-Haase and Thompson approach does a better job than that employed above. Raw and criterion-referenced effect size measures are rarely used. Neither approach promotes consideration of partialled versus unpartialled estimates as a primary consideration, though this is certainly a matter of interpretative importance. Yet making distinctions between mean and correlation-based measures, or between sample values and estimates of population effects, or partialled and unpartialled effects, seems to place statistical matters first. Effect size estimation is at least in part a measurement problem, and if effect size values are to be understood, the first order of business is to understand the units used to express the effect. Following Cohen and colleagues (1999), I contend that reliance on standardized, norm-referenced units limits the potential accomplishments (e.g., any quantitative expression designed to describe or predict behavior or experience, using such units, will necessarily lack generality). Meaningful units of measure provide an opportunity for meaningful measures of effect.

The Interpretation of Effect Size Measures

Cohen (1962, 1977) originally proposed standards of "small" (\( r = .1, d = .2 \), "medium" (\( r = .3, d = .5 \)), and "large" (\( r = .5, d = .8 \)) to provide a rough interpretation of the magnitude of effects. In much of personality research, \( r^2 \) rather than \( r \) is used and interpreted as "percent of variance accounted for." Indeed, in its list of effect size measures, the American Psychological Association, 2011 publication manual lists \( r^2 \) but not \( r \) (pp. 25–36) as an effect size measure. Rosenthal and Rubin (1982), Ozsoy (1985), Ahradi and Deiner (1989), and Abelson (1985), among others, have suggested that Cohen's standards may sell effects short and that squaring effect size exacerbates this tendency. It would seem that [institutional] guideline and informal, traditional practice are each likely to lead to an underestimation of treatment effects and association among variables.

Abelson (1985) describes how intuitions about the meaning of "variance accounted for" can and frequently do create misconceptions about effect size. In an informal, but illustrative case, he shows how skill in batting accounts for substantially less than 1% of the variance in the outcome of a major league baseball at-bat. When Abelson polled colleagues to guess the percent of variance explained in an at-bat by batting skill, they overestimated the effect by a factor of 73! Either Abelson's colleagues are lacking knowledge about baseball (but then so...
percent variance interpreted. In this view, \( r = 0.2 \) means that 4% of the variance in \( y \) is explained by \( x \), and no meaningful interpretation of the relation between \( x \) and \( y \) is invoked the quantity 20%. Some may go so far as to claim that half of a perfect correlation is not \( r \), but rather \( .707 \), because \( r = .707 \) yields a value of .50 for \( r^2 \). Why is the interpretation of \( r \) denied the privilege of a percentage interpretation that is granted to \( r^2 \)?

The measure of variation with the property of additivity is the variance. This derives from the variance sum law, which states that the variance of a sum is the sum of the variances plus twice all covariances. Thus, \( r^2 \) is the percent of variance accounted for; 1 - \( r^2 \) is percent of variance not accounted for (the variance of the residual values). One cannot form a parallel relation on the scale of correlation. That is, \( r \) can be thought of as the proportion of standard deviation accounted for, but the standard deviation of the residuals is \( \sqrt{1 - r^2} \), not \( 1 - r \). This additivity on the scale of \( r^2 \) is especially important in multiple regression contexts, if predictors variables \( x \) and \( z \) are uncorrelated, then \( R^2_{y|x} = R^2_{y|z} = \sigma_y^2 \). This result enables the researcher to partition the total effect of a set of independent or predictor variables into parts attributable to each of the \( z \)-variables in the predictor set so that the sum of the effects of the total effect. There is no such simple partitioning of effects on the scale of \( r \) and it is this property of the scale of \( r^2 \) that accounts for the preference of textbooks and researchers for this metric.

Yet the validity of interpreting the partitioning of the squared multiple correlation, \( R^2 \), in terms of the \( r^2 \) (or squared, hierarchical semipartial correlations when predictors are correlated values of the predictor variable is only rarely evaluated. Darlington (1968) develops an example that deeply undermines the use of the squared correlation metric for examining the relative importance of each variable. In this example, a nickel and a dime are (independently) tossed, and an outcome of a head results in winning the coin, if the outcome is a tail, nothing is won. In a single trial, there are four possible outcomes, each with a probability of .25: gain of nothing, 5¢, 10¢, and 15¢. Over multiple trials, it should be apparent that all the variance in winnings can be explained from the outcomes of the coin tosses, and the results for the dime coin are twice as important as the nickel coin results. Ignore the regres-
tion of winnings (possible values on any trial are 0, 5, 10, and 15) on the predictor variable "nickel result" (face coded 1, tail coded 0) and the predictor variable "dime result" (dummy coded in a parallel fashion). The expected results indicate镍和 dime outcomes independent and each of the four outcomes equally represented so that the $r^2$ values for predicting windings from the nickel and dime outcomes are .20 and .80, respectively. On the scale of $r$, it seems that dimes are four times more important than nickels in determining winnings, when it was clear, from the outset, that dimes should be only twice as important as nickels. Are regression statistics meaningful? No when the appropriate statistic is used. The square roots of .2 and .8 are, respectively, .4472 and .8944. On the scale of $r$, dimes are exactly twice as important as nickels in determining winnings.

There is also a less widely known type of additivity associated with effect size on the scale of $r$. Consider the following thought experiment. Suppose that one wanted to generate a sample of observation pairs where the correlation between the pair was exactly half of perfect. One might imagine creating one sample where the relation is perfectly present ($r = 1.00$) and another sample, of the same size, where the relation is perfectly absent ($r = 0.00$). What is the correlation in the combined sample? The correlation, $r_{xy}$, is .50, or half of perfect. This demonstration is depicted in Table 28.1. (Under the specified conditions, additivity across variables accrues on the scale of $r^2$, but additivity over sampling units accrues on the scale of $r$. Although an explanation of additivity on the scale of $r$ is widely understood, additivity on the scale of $r$, as depicted in Table 28.1, has been a well-kept secret.)

**Final Comments**

Measures of effect size figure prominently in the analysis of data collected in personality research. The reliability and validity of personality measures are most often evaluated with correlational measures of effect size, and personality structure is examined by factor analytic methods that rely on correlations among variables and provide correlations between variables and factors in the guise of factor loadings. But if any task is central to the enduring research program of personality psychology, it is the prediction of important life outcomes (Ozer & Benet-Martinez, 2006; Wiggins, 1973). Evaluating the success of this enterprise, in general, or the success of any particular prediction from a personality measure requires that measures of effect size be appropriately interpreted. Where it was once common practice to square a correlation coefficient (and to interpret this diminished quantity eclectically), a simple percentile scale, $z$, is now recognized that as well as $r^2$ is needed to properly evaluate research programs (Rosenthal, 1990).

**TABLE 28.1. The Additivity of Correlations over Sample Mixtures**

<table>
<thead>
<tr>
<th>$X$</th>
<th>$Y$</th>
<th>$r_{xy}$ in Sample A</th>
<th>$r_{xy}$ in Sample B</th>
<th>$r_{xy}$ in combined sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.50</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>.63</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>.60</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.50</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>.63</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>.60</td>
</tr>
</tbody>
</table>

*Note: This demonstration of additivity of $r$ over sample mixture depends on the equality of means and standard deviations of each of the two variables across the samples.*
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